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#### Abstract

With the introduction of the computer, the need for automated tools for protecting files and other information stored on the computer became evident. Security is always a major concern in the field of communication. Advanced Encryption Standard (AES) algorithm is a popular Symmetric Key Cryptographic Scheme that guarantee confidentiality and authenticity over an insecure communication channel. This paper presents the fundamental mathematics behind the AES algorithm along with a brief description of some cryptographic primitives that are commonly used in the field of communication security. It also includes several computational issue, optimization of cipher as well as the analysis of AES security aspects against different kinds of attacks including the countermeasures against these attacks.
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## 1. Introduction

Several techniques, such as cryptography, steganography, watermarking, and scrambling, have been developed to keep data secure, private, and copyright protected. However, the need for secure transactions in ecommerce, private networks, and secure messaging has moved encryption into the commercial realm. The fundamental necessity in security is to hide information from irrelevant public or malicious attackers. This requirement has given birth to different kinds of cryptographic primitives including symmetric and asymmetric cryptography, hash functions, digital signatures, message authentication codes etc. In symmetric encryption, a key is shared between the sender and the receiver which is kept secret from the intruder[9]. Advanced encryption standard (AES) was issued as Federal Information Processing Standards (FIPS) by National Institute of Standards and Technology (NIST) as a successor to data encryption standard (DES) algorithms. Among the different kinds of symmetric algorithms, Advanced Encryption Standard (AES) is gaining popularity due to its better security and efficiency than its predecessors [10]. It was defined in Federal Information Processing Standard (FIPS) 192, published in November 2001 [7, 5]. Advanced Encryption Standard is a symmetric 128-bit, 192-bit or 256-bit block data encryption technique developed by Belgian cryptographers Joan Daemen and Vincent Rijmen[10]. It is also known an Rijndael, combining the author's names. The U.S government adopted the algorithm as its official encryption technique in 2000-10, replacing DES encryption[1]. Both the key size and the block size may be chosen to be any of 128,192 , or 256 bits in any combination. The remainder of this paper is organized as follows. In Section 2 presents the overview of AES cipher which is

[^0]based on the design principle of Substitution permutation network as well as AES algorithm including encryption and decryption process. Section 3 describes the computational issues of AES with example. Section 4 we describes the Optimization of Cipher. Section 5 analyze security of AES aspects against different kinds of attacks. Finally, Section 6 gives conclusion remarks and future work.

## 2. Overview of AES

AES is based on a design principle known as a Substitution permutation network. It is fast in both software and hardware. Unlike its predecessor, DES, AES does not use a Feistel network.AES has a fixed block size of 128 bits and a key size of 128,192 , or 256 bits, whereas Rijndael can be specified with block and key sizes in any multiple of 32 bits, with a minimum of 128 bits[7]. A number of AES parameters depend on the key length shown below in Table 1.1. The blocksize has a maximum of 256 bits, but the keysize has theoretically no maximum.AES operates on a $4 \times 4$ array of bytes, termed the state (versions of Rijndael with a larger block size have additional columns in the state)[3]. Most AES calculations are done in a special finite field.The AES cipher is specified as a number of repetitions of transformation rounds that convert the input plaintext into the final output of ciphertext. Each round consists of several processing steps, including one that depends on the encryption key. A set of reverse rounds are applied to transform ciphertext back into the original plaintext using the same encryption key. Number of rounds to be used depend on the length of key e.g. 10 round for 128 bit key, 12 rounds for 192-bit key and 14 rounds for 256 bit keys. Both in encryption and decryption process, the State array is modified at each round by a round function that defines four different byte-oriented transformations [1] SubBytes, Shiftrows, MixColumns and AddRoundKey.

Table 1.1
AES Parameters

| Key size (words/ <br> bytes/bits) | $4 / 16 / 128$ | $6 / 24 / 192$ | $8 / 32 / 256$ |
| :--- | :--- | :--- | :--- |
| Plaintext block size <br> (words/bytes/bits) | $4 / 16 / 128$ | $4 / 16 / 128$ | $4 / 16 / 128$ |
| Number of rounds | 10 | 12 | 14 |
| Round key size <br> (words/bytes/bits) | $4 / 16 / 128$ | $4 / 16 / 128$ | $4 / 16 / 128$ |
| Expanded key size <br> (words/bytes) | $44 / 176$ | $52 / 208$ | $60 / 240$ |

## Encryption and Decryption Process

The encryption and decryption process composed of several rounds depending on the size of the cipher key where each round performs some specific functions. In this paper, we have considered encryption and decryption process for 128 bit cipher key that requires 10 different rounds to complete the process. The different steps involved in the algorithm are as follows and shown in Figure. 1


Fig. 1: AES Encryption and Decryption
Figure 1 shows the overall structure of AES. The input to the encryption and decryption algorithms is a single 128bit block. This block is depicted as a square matrix of bytes. This block is copied into the State array, which is modified at each stage of encryption or decryption. After the final stage, State is copied to an output matrix. These operations are depicted in Figure 1(a). Similarly, the 128-bit key is depicted as a square matrix of bytes. This key is then expanded into an array of key schedule words; each word is four bytes and the total key schedule is 44 words for the 128-bit key Figure 1(b). The ordering of bytes within a matrix is by column. So, for example, the first four bytes of a 128-bit plaintext input to the encryption cipher occupy
the first column of the in matrix, the second four bytes occupy the second column, and so on. Similarly, the first four bytes of the expanded key, which form a word, occupy the first column of the w matrix.

Both encryption and decryption process begins with the initial round i.e. round0 performs only the AddRound- Key transformation on the state arrray and provides the security as this is the only stage that makes use of the secret key. Initial round is followed by nine identical rounds where each round incorporates SubBytes, Shiftrows, MixColumns and AddRoundKey transformations respectively on the state array. The final round is slightly different from the other rounds as it uses only three functions other than MixColumns transformation.

## AES Algorithm

The AES algorithm is a block cipher that encrypts blocks of 128,192 , or 256 bits using symmetric keys of 128,192 or 256 bits. The standard requires that the AES must implement a symmetric block cipher with a block size of 128 bits. Electronic Codebook Mode (ECB) has been used in the design.


Fig. 2: ECB Operating Mode
ECB mode simply takes the piece off the input message one block ( 128 bits) at a time and encrypts it using the same key until no more pieces are left. This process is shown above in Figure 2, which displays the computation for both serial (one block at a time) and parallel encryption. Serial encryption and decryption supports slower data rate, whereas parallel encryption/decryption provides higher data rate using more resources.

## A. Steps for Encryption and Decryption

The steps involved in the algorithm are described below:

1. Initial Round: Modulo 2 addition of the $4 \times 4$ state matrix and the round key, also represented as a $4 \times 4$ matrix, is performed.
2. Rounds:

- SubByte: A non-linear substitution step where each byte is replaced with another according to a lookup table called S-Box. The AES S-Box is a 256 entry table composed of two transformations such as multiplicative inverse in GF $\left(2^{8}\right)$ and an affine Transformation. For decryption, inverse $S$-Box is obtained by applying inverse affine transformation followed by multiplicative inversion in $\mathrm{GF}\left(2^{8}\right)$ Inversion in the $\operatorname{GF}\left(2^{8}\right)$ field, modulo the irreducible polynomial $m(x)=x^{8}+x^{4}+x^{3}+x+1$.. Where Affine Transformation is a transformation consisting of multiplication by a matrix followed by the addition of a vector. Affine transformation defined as: $Y=A X^{-1}+B$, where $A$ is a $8 \times 8$ fixed matrix and $B$ is a $8 \times 1$ Vector.
- ShiftRows: A transition step where each row of the state is shifted cyclically to the left using $0,1,2$ and 3 byte offset for encryption while for decryption, rotation is applied to the right. This transformation can be defined as follows:
$S_{r, c}^{\prime}=S_{r((c+\operatorname{shift}(r, 4)) \bmod 4}$ where shift value shift $(r, 4)$ depends on the row number are as follows: $\operatorname{shift}(1,4)=1 ; \operatorname{shift}(2,4)=2 ; \operatorname{shift}(3,4)=3$;
- Mixcolumn: A mixing operation which operates on the columns of the state, combining the 4 bytes in each column. Each column of the state matrix is multiplied by a constant fixed matrix. The transformation can be written as the following matrix multiplication formula:

$$
\begin{aligned}
& {\left[\begin{array}{l}
S_{0, c}^{\prime} \\
S_{1, c}^{\prime} \\
S_{2, c}^{\prime} \\
S_{3, c}^{\prime}
\end{array}\right]=} {\left[\begin{array}{llll}
02 & 03 & 01 & 01 \\
01 & 02 & 03 & 01 \\
01 & 01 & 02 & 03 \\
03 & 01 & 01 & 02
\end{array}\right]\left[\begin{array}{l}
S_{0, c} \\
S_{1, c} \\
S_{2, c} \\
S_{3, c}
\end{array}\right] } \\
& \text { for } 0 \leq c<4
\end{aligned}
$$

- AddRoundKey: Each byte of the state is combined with the roundkey; each round key is derived from the cipher key using a key schedule. The above 4 rounds are iteratively carried out 9 times. It is a simple bit wise XOR operation is performed between each byte of the state and the roundkey which is generated from the cipher key using Rijndael key schedule algorithm. The operation can be performed in the following way:

$$
\begin{aligned}
{\left[S_{0, c}^{\prime} S_{1, c}^{\prime} S_{2, c}^{\prime} S_{3, c}^{\prime}\right]=} & {\left[S_{0, c} S_{1, c} S_{2, c} S_{3, c}\right] } \\
& \oplus\left[W_{\text {rounder }+c}\right] \text { for } 0 \leq c<4 .
\end{aligned}
$$

Round keys, are derived from the 128 -bit user key by means of the key schedule [6]. It consists of two components: key expansion and round key selection. The
total number of round keys required is equal to $\mathrm{N},+1$ (where $\mathrm{Nr}=$ Number of rounds $=10$ ). Although there are 10 rounds, eleven keys are needed because one extra key is needed in the Initial round. The key expansion algorithm uses bit-wise additions modulo 2 of 32-bit values obtained from user key combined with byte substitution, byte rotation to right and round constants (RCons) addition as shown in Figure 3.


Fig.3: Key Expansion
There are two ways decryption engines can be designed; one is straightforward method and second is equivalent method, In the straightforward decryption method, the sequence of the transformations differs from that of the encryption approach. It comprises of an inverse of the final round, inverses of the nine rounds, followed by the initial data/key addition. The inverse of the round is found by inverting each of the transformations in the round. The inverse of ByteSub is obtained by applying the inverse of the affine transformation and taking the multiplicative inverse in $\mathrm{GF}(28)$ of the result. The same set of keys are used in encryption and decryption process, but are used in reverse order. In the equivalent approach that the decryption has the same sequence of transformations as encryption (with transformations replaced by their inverses) but with different set of keys. The decryption keys are generated by keeping the first and the last 128-bit encryption subkeys as it is and performing InvMixColumn operation on remaining intermediate 128 -bit sub-keys.
3. Final Round: In this round, each of the transformations SubByte, ShiftRows, \& AddRoundKey, is performed only once. It is noted that the Mixcolumns operation is not performed in this round.

## 3. Computational Issues of AES

In AES, each byte is considered as an element of Finite field of characteristic 2 with 8 terms, which is also known as Galois field, $\operatorname{GF}\left(2^{8}\right) . \operatorname{GF}\left(2^{8}\right)$ is actually a field of 256 elements and each element can be represented by a polynomial of degree 7 with coefficient $\{0,1\}$.

Addition and Subtraction: The addition of two elements is performed by the bitwise XOR operation of the
coefficients for the corresponding powers in the polynomials for the two elements.

$$
\begin{aligned}
& \text { Example: }\left(x^{7}+x^{5}+x^{3}+x+1\right)+\left(x^{6}+x^{5}+x+1\right) \\
& =\left(x^{7}+x^{6}+x^{3}\right)
\end{aligned}
$$

Multiplication: The multiplication can be obtained by performing ordinary polynomial multiplication and then taking the remainder of it by an irreducible polynomial of degree $8, m(x)=\left(x^{8}+x^{4}+x^{3}+x+1\right)$

$$
\begin{aligned}
& \text { Example: }\left(x^{6}+x^{4}+x^{2}+x+1\right)\left(x^{7}+x+1\right) \\
& =\left(x^{13}+x^{11}+x^{9}+x^{8}+x^{6}+x^{5}+x^{4}+x^{3}+1\right) \\
& =\left(x^{13}+x^{11}+x^{9}+x^{8}+x^{6}+x^{5}+x^{4}+x^{3}+1\right) \\
& \text { modulo }\left(x^{8}+x^{4}+x^{3}+x+1\right) \\
& =\left(x^{7}+x^{6}+1\right)
\end{aligned}
$$

## 4. Optimization of Cipher

On systems with 32-bit or larger words, it is possible to speed up execution of this cipher by combining SubBytes and ShiftRows with MixColumns, and transforming them into a sequence of table lookups. This requires four 256-entry 32-bit tables, which utilizes a total of four kilobytes (4096 bytes) of memory one kilobyte for each table[3]. A round can now be done with 16 table lookups and 12 32-bit XOR operations, followed by four 32 -bit XOR in the AddRoundKey step. If the resulting four kilobyte table size is too large for a given target platform, the table lookup operation can be performed with a single 256-entry 32-bit (i.e. 1 kilobyte) table by the use of circular rotates[11].Using a byte-oriented approach, it is possible to combine the SubBytes, ShiftRows, and MixColumns steps into a single round operation.

## 5. Security of AES

No major security attack has been proven successful against the AES till now. The security strength of AES is described briefly against different kinds of attacks.

### 5.1. Brute Force Attack

The minimum length of AES cipher key is 128 bits that provides $2^{128}$ possible keys. Performing exhaustive search in this huge key space is considered infeasible[8]. Thus the brute-force attack against AES with current and projected technology is considered impractical [3].

### 5.2. Mathematical Attack

AES uses S-box substitution table which is generated by determining the multiplicative inverse for a given number in Galois finite field and has the capability to resist the linear and differential cryptanalysis. Recently Warren D. Smith
has defined an analytical method and claimed that there is a possibility of existence of a cracking algorithm that will be able to extract the AES 256 bits key from any random plaintext-ciphertext pairs [8]. However, it was just an assumption and he hasn't provided any cracking algorithm. As a result, till now, AES algorithm doesn't have any mathematical property that can be exploited by an attacker to reduce the effective key length and to gain success against AES.

### 5.3. Timing Attack

Side-channel attacks do not attack the underlying cipher and so have nothing to do with its security as described here, but attack implementations of the cipher on systems which inadvertently leak data. However, AES is less secure against side channels attacks. A number of side channel attacks have been proven successful including timing attack, power consumption, electromagnetic radiation, cache-collision timing attacks [2] etc. Timing attack is a ciphertext-only attack which is actually an implementation level attack that may occur in any implementation that doesn't run in fixed time, rather depends on the input. The high speed software implementation of AES is susceptible to this kind of attacks as it performs a sequence of S-box lookups that take variable time and dependent on the key. Daniel Bernstein has presented an example of such attack against a server running the OpenSSL AES implementation [4]. By selecting the cryptographic primitives which will allow efficient constanttime implementation we can avoid timing attack. However, it is extremely difficult to develop such primitives that are independent of the key as well as fast. It is also possible to circumvent timing attack by avoiding the use of S-box which will make the AES a bit slow. Another way is the addition of a delay to the faster operations to hide the timing differences but it will also cause performance penalty.

## 6. Conclusion and Future Scope

In this paper, we have studied AES encryption and decryption schemes and have highlighted some of the important mathematical properties as well as the security issues of AES algorithm. Since AES provides better security and has less implementation complexity, it has emerged as one of the strongest and most efficient algorithms in existence today. Hence, the optimal solution is the use of a hybrid encryption system in which typically AES is used to encrypt large data block. The future work can done for the distribution of secret key that is considered as a critical issue of AES like other symmetric encryption algorithm.
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